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1   Introduction and Motivation 

There are several sophisticated flood forecasting systems for large rivers like Danube, 

Rhine or Main. Thereby, hydrological models are built by experts defined for a 

particular catchment area. But, large rivers generally have a larger warning time than 

small ones [1], which has to be considered when designing a flood forecasting system.  

The water gauge of small rivers can rise rapidly and dams as well as retention 

basins are sparsely available. Flood forecasting models for such small rivers are 

normally not available because the development of a flood forecasting system for 

each small river is too expensive. 

Therefore, within the project INDYCO1 a prototypical flood forecasting system has 

been developed for small catchment areas. The INDYCO project provides an 

innovative approach based on dynamic workflows and integration as well as 

interpretation of sensor data in the frame of disaster management (for more 

information, see [2]). 

2   Flood Forecasting System for Small Catchment Areas 

The objective was to develop a model template which can be adapted to small river 

environments as easy and fast as possible. 

First of all, different sensor data has to be rapidly integratable. Therefore, a generic 

data warehousing structure was developed, into which any available sensor data can 

be integrated in a short period of time [3]. Such environmental sensor data could be 

actual and predicted rainfall, water gauge and soil humidity (see Figure 1) for 

instance. In operation, the system permanently analyses these sensor data and 

provides warnings to decision makers. A warning could be for instance “A possible 

30-year flood threats”. A decision maker can take such warning including background 

information like weather forecast and geographical overview (GIS) into account and 

can then make a decision – the warning is valid or not. If a warning is approved by the 

decision maker, a dynamic workflow system, which provides possible measures, is 

triggered [4, 5]. The model for analyzing the sensor data is flexibly replaceable. 

 

                                                           
1 “Integrated Dynamic Decision Support System Component for Disaster Management Sys-

tems”, ERA-NET EraSME program under the Austrian grant agreement No. 836684 (FFG) 



 

Fig. 1. Environmental Sensors.  

3   Experimental Results and Conclusions 

The developed models could be trained and verified based on a data set (real data 

provided by a German city), which contained sensor data (rainfall, water gauge, soil 

humidity and weather prediction; 5 min. intervals) starting from 1970. After splitting 

these data into training and test set, the performance of the learned model has the 

following figures: overall accuracy: 95.21% (best class: 96.71%, worst class: 

58.82%). As the model performs quite well in that environment, the next step was to 

apply it to further environments to receive a more reliable evaluation of the adaptive 

flood forecasting system. 
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Abstract. This paper describes the winning solution to the Taxi Trip
Time Prediction Challenge run by Kaggle.com. The goal of the compe-
tition was to build a predictive framework that is able to predict the
final destination and the total traveling time of taxi rides based on their
(initial) partial trajectories. The available data consists of all taxi trips
of 442 taxis running in the city of Porto within one year. The presented
solution consists of an ensemble of expert models combined with a spa-
tial clustering approach. The base classifiers consist of Random Forest
Regressors where as the expert models for each test trip where based
on a combination of gradient boosting and random forest. The paper
shows how these models can be combined in order to generate accurate
predictions of the remaining traveling time of a taxi.
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